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Define Words by their usage
Words defined by environment distributionalist

synonyms identical environments

unknown concept long choi

Environments seen before

conclusion ong choi is a leafy green
vector semantics

Word point in multi dimensional space
vector for representing word embedding




















































































	 	 





	 	 https://arxiv.org/pdf/1512.08183.pdf








Words with similar meaning closer in
space
sentiment analysis works better with unseen
words
I CLR Workshop 2016 Li et al

EMBEDDINGS

1 TF IDFCTermFrequency Inverse Document Frequency

words represented as function of the
counts of nearby words

sparse vectors

2 Word2Vec

Train classifier to predict whether a word
is likely to appear nearby

Dense vectors

TF IDF

t term word
d document

e N size of corpus no of documents
corpus set of documents



































































































TF frequency of words in a document
normalized by total words in document

range co 13

tf t d count of t in d
no of words in d use

also 109 count it d 1 this

DF document frequency no of documents
in which a term appears normalized
by total no of documents optional

df Ct documents with t in it

dfnormlt off

IDF dampened inverse of DF

idf t Wg Yy
TF IDF

tf idf Ct d tf Ct d idf Ct





























































































Q consider the following 3 documents

D1 text mining is to find useful information
from text

D2 useful information from text is mined

03 dark came

Document word matrix

tf text DD 1

df text 2

idf text log j 109 3 0

tf idf text D1 O



















































Term Document Matrix

comedies

Do

battle C1 0,7 133
good 114,80 62,89

Word Word Matrix

No of times row word and column
word occur in some context

Window size of W context








































































No of times column word occurs in a
IW word window around row word

Eg Wikipedia corpus




















































































cosine similarity

Between 2 words

cos cat JEFF
PMI

Pointwise mutual information

Probability of co occurrence
Independent occ probabilities

Do words x q y co occur more than if
they were independent

PCR yPMI x y 1092
pea pay

range C a a



































































































PMI digital computer

PCdigital computer 1670
11716

0 1425

Pldigital 3,144,61 0.2942

PCcomputer 4997 0 4265
11716

PMI log 0.1425
0.2942 0.4265

0.1836

PPMI Max O PMI

weighting PMI

PPMI Cw c max log PCW c
PCW Pace

0

Pak count e 2 0.251

E lount x

















































































Dense Vectors

DISTRIBUTIONAL METHODS

word's meaning related to distribution
of words around it

word w vector of features

feature fi for a word Vi does the word
w occur in its neighbourhood context

W tezguino I fi fi f fr

v bottle f I

V2 drunk f I

V3 matrix f 0

i I I I 0



































































































Sparse vs Dense vectors

tf idf long sparse
alternative short dense

TYPES of VECTOR MODELS
1 sparse vector representations
a Word co occurrence matrices

2 Dense vector representations
b SVD and LSA

e Neural net inspired models skipgrams
BOW word avec glove

d Brown clusters

Distributional hypothesis similarity of
meaning correlates with similarity of
distribution



































































































DISTRIBUTIONAL SEMANTIC MODELS DEMS

General purpose semantic models that can
be applied to various tasks

Co occurrence matrix

Eg
1 Hyperspace Analogue to Language
2 LSA
3 Syntax based DSM using dependency
relation

co occurrence Matrix

Row word
column context window paragraph doc

Association

PMI cw c Wgalpffypf
word with context



































































































similarity

cosine similarity

DIMENSIONALITY REDUCTION

SVD

MmxntUmxmEmxnnxnt.select a top singular values and obtain
lower dimensional vectors

Truncated M

Mreduced Umxu Eun Vnu

LATENT SEMANTIC ANALYSIS

Most effective if count matrix transformed
before SVD PMI

Bullinaria and Levy 2007 PPMI based LSA
vectors solve TOEFL Mcas word similarity
with 851 accuracy
Each word represented as vector relating tocontexts documents








































































Corpus titles of 9 technical memoranda

i 5 about HCI
2 4 about graph theory

Term document matrix

Sim human user 0

Sim human minors O
can also do for
doc similarity




















































































	 	 


	 	 


	 	 


	 	 https://colab.research.google.com/drive/1qqBkvhaQjkBI70H9W2b8cU4glSjXZdZb?usp=sharing





Sim human User 0.89
Sim human minors 0.28

































































































































































	 	   	 http://projector.tensorflow.org





WORD EMBEDDINGS

1 One hot encodings

Each vector is almost entirely O's

Eg vocabulary size 4
words apple 1,0 0,0

car O I 0,0
fruit 0,0 1,0
doll Co 0,0 1

2 Distributional representation
could use context documents



















































3 Word 2Vec

method to compute vector representations
open source version is there

2 diff possible techniques
1 continuous Bag of Words BOW
2 Skipgram model

Both are shallow NNS

static embeddings

No activation functions in hidden layers



CBOW

Assume we use 4 context words 2 before
2 after

sentence

we eat pancakes every morning
Let target pancakes
context words we eat every morning

Pass each word as vector to NN think
sequentially and avg Cas one hot encoding

Multiply by weight matrix to hidden
layer and multiply again by weightmatrix 2 to get output layer
Element wise summation for all 4 context
word outputs

Final softmax activation

multiplying just selects one column
if words are one hot columns



Eg the cat sat on floor

window 2 4



cat represents embedding for cat

von represents embedding for on

N dimensions of embedding

Input to Hidden Layer
a cat

b on



Hidden to output Layer

Backpropagate

Word Embeddings Rows of Wyn context



Word Embedding of target word

Average of embeddings of context
words

skip Gram

Alternative to Bow

Input target word one hot encoding
output surrounding words

Scales better



Assigns probability based on similarity of
context window to target word

Sans skip gram with negative sampling
uses more negative than positive samples
called noise words chosen using weighted
unigram frequency

Unweighted words like the and etc chosen
most often

weighted set 2 0.75

Pa w count W

Count wi

maximize similarity between target context
word pairs from pos data and minimize for
neg



Loss function out of pos

f k
Lce logo epos W E logo neg

W

Learns two sets of embeddings for each
word C2 matrices

1 Target embeddings matrix W
2 Context embeddings matrix C



Wordavec shortcomings

1 Slow to train large no of weights
2 Need lots of data

Improvements

1 Word pairs and phrases
2 Subsample frequent words
3 Selective updates negative inputs

4 Glove

combines
global matrix factorization LSA
local context window skip gram

Learn word vectors st dot product equals
log of the probability of co occurrence



water fashion non discriminative cancel

W

JCO I E f Pij Chit logPij
i jet 9

objective function

fast text

character n grams


